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Abstract

On-line optimization for the base case of the Tennessee Eastman (TE) challenge problem is presented; furthermore, an interesting operating
condition near base case has been obtained, which results in a lower cost function. The proposed method is based on the estimation of
the internal states and the time varying parameters of the process model based on an Extended Kalman filter. The sequential quadratic
programming method has been used to accomplish the non-linear programming (NLP) task. The objective function is the operational cost
while the constraints are the reactor mass balance, safe operation of the process equipment, and the conditions that satisfy the product quality
and flow. The optimizer is triggered every 8 h, and determines an optimal set of process operating conditions. Note, the calculations are
c orms the
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ompleted in some 5–15 s by an Intell PIII 800 MHz with 256 MB of RAM. The study shows that the proposed algorithm outperf
lternative algorithms developed by other researchers both in speed and results.
2005 Published by Elsevier B.V.
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. Introduction

Real time optimization (RTO) methods have been recently
elcome by both industry and academia[1–4]. This is due

o the following facts:

. Tougher competition in the volatile market necessitates
minimization of the production cost.

. The cost of computational resources both for hardware
and software is getting lower and lower.

. Environmental regulations are getting more difficult to
meet.

In order to show the efficient performance of the RTO
lgorithm, they should be used in the optimization of a bench-
ark process representing most of the challenges exist in

ndustrial plants. Tennessee Eastman (TE) process is a chal-
enging benchmark for plant-wide control and optimization
hat has been proposed by Downs and Vogel[5]. One of the

∗ Corresponding author. Tel.: +98 21 6165403; fax: +98 21 6022853.
E-mail address: brbozorg@sharif.edu (R.B. boozarjomehry).

main characteristics for this process is the fact that it is o
loop unstable and gets shutdown within an hour if it oper
in an open loop manner.

In this paper a new approach in the real time optim
tion of the TE process that leads to the minimum achiev
production cost is proposed. The minimum achievable
duction cost obtained by Ricker in an offline manner[6]. At
first the plant characteristics are described and then app
ate control structure to stabilize the process is explaine
the third section a non-linear model for the process use
the optimization purposes is introduced. Detail structure
constituting elements of the real time optimizer are prese
in Section4. The last section contains the results obtaine
the proposed algorithm and the comparison of these re
with those obtained by other researchers.

2. Process description

Tennessee Eastman challenge process, involves five
units including a two-phase reactor, a partial condens
separator, a stripper, and a compressor. The schemati
385-8947/$ – see front matter © 2005 Published by Elsevier B.V.
oi:10.1016/j.cej.2005.06.005
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Nomenclature

Ci,cst cost of componenti ($/kg mol)
Ctot hourly production cost ($/h)
Fi molar flow rate of streami, (kmol/h)
F∗

i molar “pseudo-feed” of componenti (kmol/h),
wherei = A, B, . . ., H. Added at the feed mix-
ing point

Fsteam total flow rate of steam used in the plant (kg/h)
FP

10 apparent stream 10 flow rate (kmol/h), as indi-
cated by the valve position

F∗
10 bias adjustment for stream 10 (kmol/h)

Ni,m total molar holdup of componenti in the feed
mixing zone (kmol/h)

Ni,p total molar holdup of componenti in the strip-
per bottom product

Ni,r total molar holdup of componenti in the reac-
tor (kmol/h)

Ni,s total molar holdup of componenti in the sep-
arator (kmol/h)

Psat(Tr)
i vapor pressure of purei at the reactor temper-

ature
Psat(Ts)

i vapor pressure of purei at the separator tem-
perature

Pi,r partial pressure ofi in reactor (kPa)
Pi,s partial pressure ofi in separator (kPa)
Pm total pressure in the feed mixing zone (and

stripper) (kPa)
Pr total pressure in the reactor (kPa)
Ps total pressure in the separator (kPa)
Rj molar rate of reactionj (kmol/h)
R gas constant (1.987 cal/gmol K in equations

22-4 to 24-4 otherwise 8.314 kJ/lmol k)
t time (h)
Tm absolute temperature in the feed mixing zone

(359.3 K), assumed constant
Tr absolute temperature in the reactor (K)
Ts absolute temperature in the separator (K)
VLp liquid volume in the stripper (m3)
VLr liquid volume in the reactor (m3)
VLs liquid volume in the separator (m3)
Vm total volume of feed mixing zone (150 m3),

assumed constant
Vr total reactor volume (36.8 m3), assumed con-

stant
Vs total separator volume (99.1 m3), assumed

constant
Vvr vapor volume in the reactor (m3)
Vvs vapor volume in the separator (m3)
Wcomp compressor power (kW)
xi,j mole fraction of componenti in liquid stream

j
xi,r mole fraction of component i in the reactor

liquid

yi ith element of the output vector,y
yi,j mole fraction of componenti in vapor stream

j
zi,j mole fraction of componenti in feed streamj

Greek letters
αi adjustable parameter used in reaction rate

equations with nominal value of unity
βi used to adjust flow/pressure drop relation with

nominal values of unity
γ ir activity coefficient ofi in the reactor liquid

phase
γ is activity coefficient ofi in the separator liquid

phase
νij stoichiometric coefficient of componenti in

reactionj, wherei = A, B, . . ., H, j = 1, 2, 3
ρi molar density of pure liquidi (mol/m3)
φi stripping factor for componenti which is

assumed constant
χGH purity of G + H in the product (as a fraction)

diagram and instrumentation of this process is shown inFig. 1
[5].

TE process produces two products from four reactants.
Also there is an inert, B, and a byproduct, F, making a total
of eight components: A, B, C, D, E, F, G, and H. The following
four irreversible and exothermic reactions are taking place in
the liquid phase of a two-phase reactor in the presence of a
nonvolatile catalyst dissolved in the liquid phase:

A(g) + C(g)+ D(g) → G(liq) product 1

A(g) + C(g)+ E(g) → H(liq) product 2

A(g) + E(g) → F(liq) byproduct

3D(g) → F(liq) byproduct

Due to the medium volatility of the products, they are getting
out of the reactor along the un-reacted gases. The effluent
of the reactor passes through a partial condenser whose out-
let, which is a two-phase stream, is separated into a gas and
a liquid streams in the flash separator. The overhead of the
separator is pressurized and recycled to the reactor. The liq-
uid stream getting out of the separator is sent to a stripper in
which the reactants ‘D’ and ‘E’ are stripped out of the liquid
p ct of
t d-
u sable
c the
i cess
r 9) is
u

hase and sent back to the reactor. The bottom produ
he stripper mainly consists of ‘G’ and ‘H’ is the main pro
ct of the plant. Due to the presence of a non-conden
omponent (‘B’ which is an inert component) in one of
nlet streams (stream 4) and to avoid the build up of ex
eactants and the byproduct ‘F’, a purge stream (stream
sed.
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Fig. 1. Schematic diagram of Tennessee Eastman process.

Downs and Vogel developed and offered a Fortran pro-
gram simulating the dynamic behavior of the process for
various conditions, and asked the research community to deal
with this simulator as a black box and not to change the code.
They provided 41 measurements and 12 manipulating vari-
ables for the process in their code. The measurements have
been corrupted by zero mean white noises.Tables 1a and 1b
represent the measurements and manipulating variables.

3. Process control strategy

The primary control objective for the TE process is to
maintain a specified ratio of G/H in the product and to
maintain the specified production rate during normal process
operating conditions and during process upsets. Note that the
four feed streams are products of other upstream facilities in
the industrial complex and distillation processes are fed by
the product stream to get separated into products G and H.
Hence, the control structure should enforce the constraints on
variation frequency of product flow. Furthermore, it should
enforce the constraints corresponding to safe process opera-
tion to avoid process shutdown.

In this work the control structure proposed by McAvoy
and Ye[7] is used for process control and stabilization. The
simulation studies have shown that this control strategy is
appropriate for the RTO system proposed in this paper. This
c ingle
l own
i

4. Real time optimization (RTO)

In order for chemical plants to survive in the volatile and
highly competitive market, they are getting more and more
integrated. The integration of the process improves overall
economics of the plant. However, it makes it harder to con-
trol. The plant can no longer be controlled at the unit operation
level and achieving the control objectives requires consider-
ing the operation of the whole plant. Real time optimization
takes these ideas one step further with the addition of an eco-
nomic objective which should be taken into account while
the plant is controlled. In order for the plant to work at the
optimum condition, the optimum values for the controllers’
set points have to be found by the RTO.

The RTO algorithm proposed in this work consists of the
simulator of the TE process which is the Fortran code pro-
posed by Downs and Vogel imported in MATLAB, the state
space model of the TE process proposed by Ricker and Lee
[8], an extended Kalman filter (EKF) used to update the avail-
able parameters in Ricker’s model[8] and the optimization
algorithm which is based on sequential quadratic program-
ming (SQP) method. The arrangement of these constituting
elements and the flow of information among them are shown
in Fig. 2. These elements are described in next subsections.

4.1. TE process model

the
m ed in
ontrol structure consists of 10 cascade loops and 2 s
oops. The control configurations as well as tunings are sh
n Table 2.
Ricker obtained a dynamic model which only covers
aterial balance of the process. This model is present
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Table 1a
Available measured variables in TE Plant

Variable number Variable name

1 A feed (stream 1)
2 D feed (stream 2)
3 E feed (stream 3)
4 A and C feed (stream 4)
5 Recycle flow (stream 8)
6 Reactor feed rate (stream 6)
7 Reactor pressure
8 Reactor level
9 Reactor temperature

10 Purge rate (stream 9)
11 Product separator temperature
12 Product separator level
13 Product separator pressure
14 Product separator underflow (stream 10)
15 Stripper level
16 Stripper pressure
17 Stripper underflow (stream 11)
18 Stripper temperature
19 Stripper steam flow
20 Compressor work
21 Reactor cooling water outlet temperature
22 Separator cooling water outlet temperature
23 Component A in stream 6
24 Component B in stream 6
25 Component C in stream 6
26 Component D in stream 6
27 Component E in stream 6
28 Component F in stream 6
29 Component A in stream 9
30 Component B in stream 9
31 Component C in stream 9
32 Component D in stream 9
33 Component E in stream 9
34 Component F in stream 9
35 Component G in stream 9
36 Component H in stream 9
37 Component D in stream 11
38 Component E in stream 11
39 Component F in stream 11
40 Component G in stream 11
41 Component H in stream 11

Table 1b
Available manipulating variables in TE plant

Variable number Variable name

1 D feed flow (stream 2)
2 E feed flow (stream 3)
3 A feed flow (stream 1)
4 A and C feed flow (stream 4)
5 Compressor recycle valve
6 Purge valve (stream 9)
7 Separator pot liquid flow (stream 10)
8 Stripper liquid product flow (stream 11)
9 Stripper steam valve

10 Reactor cooling water flow
11 Condenser cooling water flow
12 Agitator speed

Appendix Aand can be shown in the following general form:

ẋ = f (x, u, d), y = g(x, u, d) (1)

Wherex, u, d, are state, input and model parameters, respec-
tively. This model consists of 26 states, 10 inputs, and 15
parameters.

4.2. Parameter updating method

Eqs.(A.1)–(A.23) shows the model used to represent the
dynamic behavior of the TE process. This model consists
of 26 states and 15 parameters that should be adjusted to
eliminate errors in its results. Since all the measurements of
the TE process are corrupted by noise, the Extended Kalman
Filter seems to be an accurate and efficient estimation method.
In fact, using the EKF both the parameters and states of the
model can be estimated in an optimal manner[8,9]. In order to
estimate the states and model parameters, 16 measurements
have been used as the outputs of the process in the EKF.

A general and brief overview of the implemented EKF
is presented here for the sake of clarity. Interested readers
are referred to the additional literature for further discussion
[8–10].

EKF is an optimal observer used for non-linear systems.
The optimal gain used in the EKF is the pivot element of the
K ers)
i fer-
e eneral
f fined
b

x

A l of
t[

t stem
c[

N ure-
m -loop
b

odel,
o

y

I and
p as
alman filter (and other conventional closed-loop observ
s obtained through the minimization of the norm of the dif
nce between the estimated and measured outputs. In g

or a non-linear system whose state-space model is de
y Eq.(2):

˙ = f (x, u, d) + wx, ḋ = wd, y = g(x, u, d) + v

(2)

ssuming that Eq.(3) represents the discrete-time mode
he system:

xk|k−1

dk|k−1

]
=

[
Fts(xk|k−1, uk−1, dk−1|k−1

dk−1|k−1

]
(3)

he equations corresponding to discrete EKF of the sy
an be represented by Eq.(4):

xk|k
dk|k

]
=

[
xk|k−1

dk|k−1

]
+ Lk(yk − g(xk|k−1, uk−1, dk−1|k−1))

(4)

ote that the additional term (output injection) is a meas
ent correction used to establish the parametric closed
ehavior.

Having estimated the states and parameters of the m
ne could easily obtain the estimated output by Eq.(5):

k|k = g(xk|k, uk, dk|k) (5)

n order to minimize the errors in the estimated states
arameters the optimal gain matrix,Lk, must be calculated
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Table 2
PI Controllers configuration and tunings of the 12 control loops whose set point used in the RTO

Controlled variables Manipulated variables Kc τi (min)

Reactor level E-feed flow set point 500 (kg/h/%) 200
Stripper level Product flow set point −0.5 (m3/h/%) 300
Separator level Its bottom flow set point −2.5 (m3/h/%) 200
Product rate C-feed flow set point 0.08 (kscmh/m3/h) 40
Product G/H ratio D/E feed ratio 0.05 40
Reactor pressure A-feed flow set point −0.0032 (kscmh/kPa) 300
Reactor temperature Reactor cooling set point 1.0 50
Stripper temperature Steam flow set point 10.0 (kg/h/◦C) 10
Compressor power Recycle valve 0.08 (%/kW) 20
Mole fraction of B in purge Purge rate −0.03 (kscmh/%) 100
Compressor outlet Flow Condenser cooling set point 1.5 (◦C/ kscmh) 50
Mole fraction of E in product Stripper temperature set point −0.5 (◦C/%) 100

follows [8]:

Lk = Σk|k−1Ξ
T
k (ΞT

k|k−1Σk|k−1Ξ
T
k + Rv)

−1
,

Σk|k−1 = Φk−1Σk−1|k−1Φ
T
k−1 + Rw,

Σk|k = (I − LkΞk) Σk|k−1 (6)

WhereRw is the covariance of the measurement noise (i.e.,
Rw = cov{wx, wd})

Φ =
[

Ak Bk

0 I

]
, Ξk = [ Ck Cd

k ]

andAk, Bk
d , Ck, andCd

k are determined through the following
linearization/discretization relations, described in detail by

Lee and Ricker[10]:

Ak = exp(Ãkts), Ãk = ∂f (x, u, d)

∂x
|(x=xk|k,u=uk,d=cwxw

k|k),

Bd
k =

∫ ts

0
exp(Ãkτ)dτB̃d

k ,

B̃d
k = ∂f (x, u, d)

∂x
|(x=xk|k ,u=uk,d=cwxw

k|k ),

Ck = ∂g(x, d)

∂x
|(x = xk|k−1 , d = cwxw

k|k−1 ),

Cd
k = ∂g(x, d)

∂x
|(x=xk|k−1 ,d=cwxw

k|k−1 ) (7)

To use the above equations one must first initialize the covari-
ance matrices,Rw andRv, and the initial state covariance,
Σ0|0, then the solution is straightforward.

e RTO
Fig. 2. (a) Schematic diagram of th
 algorithm and its constituting elements.
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4.3. Optimization problem

In general each optimization problem can be presented in
the following mathematical form:

Optimize
(X,P)
Subject to:

gj(X) ≤ 0 j = 1, 2, . . . , m

li(X) = 0 i = 1, 2, . . . , p
(8)

whereΓ is the objective function,P the vector containing var-
ious system parameters,X the vector containing all decision
variables whose optimum values are be obtained.gj, li, are
inequality and equality constraints, respectively. This section
represents these parts for the RTO of the TE plant.

4.3.1. Objective function
The objective function used in this work is the hourly

operating cost (Ctot) in $/h and should be minimized. It con-
tains the reactant and product losses in the purge and product
streams, steam cost and compressor power cost and is calcu-
lated by Eq.(9):

Ctot. = F9

H∑
i=A,i �=B

Ci,cstXi,9 + F11

F∑
i=D

Ci,cstXi,11

-
v -
p
F t ‘
i

4
ade

c
c ed as
d s cor-
r stant,
t rther-
m sed a
d er’s
m ence
t The
r vari-
a

4
var-

i r; for
i d the
r ation
r ince
t ation

more difficult and lowers the efficiency of the algorithm, one
should have a parsimonious approach in the selection of opti-
mization constraints. After thorough studies on the effect of
component material balances around the reactor as the opti-
mization constraints, we found out that using the material
balance of component ‘F’ have almost the same effect that
selection of all material balances as the constraints do. Hence
instead of using all material balances around the reactor as
the optimization constraints, material balance of component
‘F’ around the reactor has been used. It should be noted that
although various components have been tested as the basis for
this constraint, component ‘F’ led to best performance of the
optimization algorithm. Optimization result must assure the
safe operating condition to prevent equipment failure of pro-
cess shutdown. In order to achieve this, one should consider
some additional constraints among which are compressor
power and mole fraction of ‘E’ in the product. However,
Ricker’s model does not take into account the effect of these
two parameters and they are among the decision variables and
have an increasing effect on the objective function. Therefore,
the optimizer directs them to their corresponding minimum
values. On the other hand, setting the compressor work and

Fig. 3. (a) The reaction rates adjustable parameters d(3), d(4). (b) Some
other parameters d(1), d(6), d(7), d(8), d(10), d(15).
+0.0536Wcmp + 0.0318Fsteam (9)

The cost of each component,Ci,cst, in $/kg mol was pro
ided by Downs and Vogel[5]; Wcomp andFsteamare com
ressor power and steam flow rate respectively;F9, Xi,9 and
11, Xi,11 molar flow rate and mole fraction of componeni′

n streams 9 and 11, respectively.

.3.2. Decision variables
In the McAvoy control strategy for TE there are 10 casc

ontrol loops and two single loop controllers[11]. Hence, this
ontrol structure results in 12 set points that can be us
ecision variables. However, since one of these set point
esponds to product composition and should be kept con
his variable cannot be used as the decision variable. Fu
ore, the stripper temperature set point has not been u
ecision variable either. This is due to the fact that Rick
odel does not contain energy balance of the plant and h

he stripper temperature does not influence it explicitly.
emaining 10 set points are used as the set of decision
bles in the real time optimization.

.3.3. Problem constraints
The objective function should be minimized subject to

ous constraints. Most of these constraints are non-linea
nstance material balance of various components aroun
eactor should be satisfied in order to keep the optimiz
esult in the desired range of product quality. However, s
he increase in number of constraints makes the optimiz
s



M. Golshan et al. / Chemical Engineering Journal 112 (2005) 33–44 39

mole fraction of ‘E’ in the product to their minimum values
would lead to process instability and shutdown. In order to
avoid such a situation the minimum of these variables are set
to the values around those reported by Ricker[6]. Note the
minimum values used for these two constraints do not signif-
icantly affect the objective function. For example, changing
their values from those reported in the base case to the values
obtained at the optimum point would result in only 1.9 $/h
(about 1%) decrease of the cost function.

4.4. Optimization algorithm

Fig. 2shows the algorithm used to solve the RTO problem.
In order for the optimizer to start, the EKF should converge.
After the convergence of the EKF, the steady state model
obtained from Ricker’s model along with the parameters
obtained by EKF and process measurements are used by the
optimization algorithm to obtain the optimal set points. The
optimization method is based on sequential quadratic pro-
gramming. Once the optimizer obtained the optimum values

F
h
H

of controllers’ set points these values are introduced to their
corresponding controllers through a set of filters whose tasks
are to change the controllers’ set points gradually. This is due
to the fact that rapid change of controllers’ set points might
lead to process instability and shutdown[2]. These filters are
all first order linear filters whose time constants have been
set to 7 h. Furthermore, since the agitator speed does not take
a part in process model and objective function, it has been
set to its maximum value due to the fact that it has a positive
effect on the rate of reactions.

The efficiency of the RTO algorithm severely depends
on the validity of the process states and model parame-
ters obtained from EKF.Fig. 3 shows the performance of
the model for some of the estimated parameters and out-
puts. The parameters whose trends are not shown here does
not significantly affect the accuracy of the process model
[12,13].

Fig. 4 shows the states of the process model track their
corresponding values presented by Ricker[8] perfectly.

Fig. 5 compares some of the estimated output against
their corresponding measured values. This figure shows that
there is negligible difference between estimated outputs and
ig. 4. (a) Moles G in the reactor, separator, mixing zone and stripper; the
orizontal lines are those reported by Ricker, (b) as case (a) but for component
.

F
m
r

ig. 5. (a) Comparison of B in purge, G in product, and H in product between
odel and plant outputs. (b) Comparison of pressures in the reactor, sepa-

ator, and stripper between model and plant outputs.
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measured outputs, which is not detectable even during tran-
sient condition.

5. Results and discussion

The proposed RTO algorithm has been used to optimize
the operation of TE plant working in base case based on two
different scenarios. In the first scenario the product flow is
fixed to the value given by Downs and Vogel for the base case
operation, whereas in the second scenario the product flow
rate is maintained near the base case value.

5.1. RTO for fixed product flow

In this scenario a constraint corresponding to fixed prod-
uct flow is among the optimization constraints. The optimizer
has been activated every 8 h and determines the optimum
operating condition.Fig. 6 shows the trend of cost function
during the online optimization. Production cost correspond-
ing to the obtained optimum condition at the steady state is
114 $/h. Note, according toFig. 6the production cost gets to
values even less than 114 $/h, however, this value is due to
change in purge valve position which has a major effect on
production cost and cannot last at steady state.

The optimum operating conditions obtained by the pro-
p imum
c r
h rocess
m ner.
H exact
p OS
5 the
p uld
b ea-
s that
t sult
i um

Table 3
Comparison of optimization results with base case value and Ricker’s results
for set points

Decision variable Base case
value

Ricker’s
results

This paper
results

Reactor level (%) 75 65 65
Stripper level (%) 50 50 50
Separator level (%) 50 50 51.9
Product flow (cm/h) 22.949 22.89 22.949
Reactor press (kPa) 2705 2800 2799.9
Reactor temperature (◦C) 120.4 122.9 123.3
Compressor work (kW) 341.43 278.9 277
B in purge flow (%) 13.823 21.83 21.8
Recycle flow (kscmh) 26.902 32.18 32.2
E in product (%) 0.83570 0.58 0.56
Cost function 170.6 114.31 114.2

point obtained in this work satisfies this equality constraints
exactly.

Duvall and Riggs[1] has solved the RTO problem of the
TE process for the base case based on a steady state model and
distributed control configuration proposed by Ricker[11].
However, the optimum point obtained by them would result in
the production cost of 120 $/h. Furthermore, their steady state
model consists of 19 decision variables. Despite the fact that
optimization method used by Riggs and Duvall was similar
to the one used in this work, their Real Time Optimizer takes
about 5 min to converge, where as the method proposed in this
paper takes only 25 s on the similar computer and platform
used by Riggs and Duvall. This large difference mainly is due
to the less number of decision variables and constraints used
in the proposed algorithm.

Other researchers based on a different approach in which
a dynamic process model has been used have addressed
the optimization of the TE process[3,4,10]. Most of these
approaches and methods have also led to the production cost
higher than 114 $/h and those which resulted in the 114 $/h are
more computationally intensive comparing to the proposed
method.

In order to study the optimality of the obtained result, some
of the decision variables are perturbed around their optimum
values.Fig. 7 shows the variation of cost function through-
out the transient period caused by a slight change in mole
p tive
( rre-
s 1b in
T hat
d ts to
s st. In
a en
s ) to
a duc-
t dy
s than
t

bles
a

osed algorithm have been compared against the opt
ondition obtained by Ricker[6] in Table 3. However, Ricke
as used noise-free measurements and the exact p
odel to solve this optimization problem in an offline man
e has used 50 decision variables that are states of the
rocess model and solved the resulting problem by MIN
.1. He has emphasized that this optimum point in which
roduction cost is 114 $/h is the global minimum that co
e obtained using the perfect model with noise-free m
urements and in offline manner. It should also be noted
he optimum conditions obtained by Ricker does not re
n product flow of 22.949 exactly, where as the optim

Fig. 6. Cost function during on-line optimization.
ercent of component ‘B’ in purge stream both in nega
−1.8%) and positive (0.5%) directions. The results co
ponding to these changes are shown as test 1a and
able 4, respectively. The interesting point is the fact t
espite a sharp decrease in the production cost, it ge
teady state value higher than the optimum production co
nother study (test 2 inTable 4) the reactor pressure has be
lightly changed from its optimum value (about 2800 kPa
lower value (2785 kPa), the effect of this change on pro

ion cost is shown inFig. 8. The production cost at the stea
tate corresponding to this case is also higher (117 $/h)
he optimum production cost.

The results of perturbing these two decision varia
round their optimum values have also been shown inTable 4.
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Fig. 7. Cost function in the case of changing the value of mole percent B in
purge flow from its calculated value in both directions.

Perturbing the other decision variables around their optimum
values would also lead to higher production cost at the steady
state. This shows the optimality of the obtained operating
conditions.

Figs. 9 and 10show the change of product rate and its
composition during the optimization. According to these fig-

Table 4
Comparison of the objective function in the complementary test for
optimization

Decision variable Optimal
values

Test 1a Test 1b Test 2

Reactor level (%) 65 65 65 65
Stripper level (%) 50 50 50 50
Separator level (%) 51.9 51.9 51.9 51.9
Product flow (cm/h) 22.949 22.949 22.949 22.949
Reactor Pressure (kPa) 2799.9 2799.9 2799.9 2785
Reactor Temperature (◦C) 123.3 123.3 123.3 123.3
Compressor work (kW) 277 277 277 277
B in purge flow (%) 21.8 20 22.3 21.8
Recycle flow (kscmh) 32.2 32.2 32.2 32.2
E in product (%) 0.56 0.56 0.56 0.56
Cost function 114.2 118.1 116.2 117.2

Fig. 8. Cost function in the case of changing the value of reactor pressure
from its calculated value.

Fig. 9. Product flow rate variations during RTO.

Fig. 10. G/H ratio variations during RTO.
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ures the variations of product rate and composition remain in
the limits defined by Dows and Vogel[5].

5.2. Alternative RTO scenario

The alternative optimization scenario that has been stud-
ied on the TE process for the base case roots in the fact that
in most of the processes the product flow rate can change
slightly around its nominal value. This is the case when the
plant contains a product inventory which can fulfill market
demands. In this case, the equality constraint corresponding
to fixed production rate can be removed from the list of opti-
mization constraints. Implementation of this scenario for the
base case operation of the TE process leads to a solution with
maximum product flow rate. However, this operating point is
far from the base case and does not seem to be valid for the
base case.

In order to keep the optimum point around the base case
and yet avoiding the fixed product flow constraint, one can
use an equality constraint corresponding to material bal-
ance around the stripper either for ‘G’ or ‘H’ Component.
Using the material balance of ‘G’ around the stripper as an
additional equality constraint and solving the optimization
algorithm via the same algorithm would lead to a very inter-
esting result. The optimization results in a point at which
a alues
o alue
i ses
t sists
o n of
t the
s ction
c ence,
t t is
a tion
s aving
w
s t and
t ion,
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T
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S
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R
R
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R
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Fig. 11. Cost function at optimal operation condition near the base case.

6. Conclusions

This study has shown that the real time optimization of the
TE plant can lead to operating condition at which the prod-
ucts can be obtained at a lower cost. It is shown by simulation
that if correct decision variables and an enhanced optimiza-
tion algorithm are chosen, the operating cost can be reduced
by 33% which is a significant cost reduction. The optimum
values obtained in this study are close to those reported by
Ricker. However, these values have been obtained through on-
line optimization and based on measurements corrupted by
noise. The proposed method outperforms Riggs’ method both
in computational demand and optimization result. Riggs’ for-
mulation of RTO contained twice the number of variables as
was used in the present study and their approach resulted in a
considerably higher cost function than what obtained in this
study.

It was also shown that with a small reduction in the pro-
duction rate, RTO can provide an 8% improvement over the
optimum cost function obtained for the original scenario at
which the production rate was fixed at its base case value.

Appendix A. TE process model

The model proposed by the Ricker for TE plant consists of
d ate-
r s of
e

i

ll the decision variables are near their corresponding v
btained previously except the production rate whose v

s 21.4 m3/h. This value for the production rate decrea
he cost function by 11.3 $/h. This cost reduction con
f two parts. The first part corresponds to the reductio

he product flow rate which is about 1.57 $/h, whereas
econd part which has the significant role in cost redu
orresponds to the change of operating conditions. H
he value of the objective function for this optimum poin
bout 103 $/h. This means that the alternative optimiza
cenario presented in this section results in an extra s
hich is about 10% of the original value.Table 5andFig. 11
how the value of decision variables at the optimum poin
he trend of objective function through out the optimizat
espectively.

able 5
ptimization near the base case condition

ecision variable Base case
value

Ricker’s
results

This paper
results

eactor level (%) 75 65 65
tripper level (%) 50 50 50
eparator level (%) 50 50 51.9
roduct flow (cm/h) 22.949 22.89 21.4
eactor Pressure (kPa) 2705 2800 2799.7
eactor Temperature (◦C) 120.4 122.9 123.3
ompressor work (kW) 341.43 278.9 277
in purge flow (%) 13.823 21.83 21.8
ecycle flow (kscmh) 26.902 32.18 32.2
in product (%) 0.83570 0.58 0.56
ost function 170.6 114.31 103.1
ifferential equations corresponding to unsteady state m
ial balance of various components for selected piece
quipment:

dNi,r

dt
= yi,6F6 − yi,7F7 +

3∑
j=1

νijRj, i = A, B, . . . , H

(A.1)

dNi,s

dt
= yi,7F7 − yi,8(F8 + F9) − xi,10F10,

= A, B, . . . , H (A.2)
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dNi,m

dt
= Zi,1F1 − Zi,2F2 + Zi,3F3 + yi,5F5 + yi,8F8

+F∗
i − yi,6F6, i = A, B, . . . , H (A.3)

dNi,p

dt
= (1 − φi)xi,10F10 − xi,11F11, i = G, H (A.4)

The above differential equations represent the internal states
of the process model. These sates are mapped into outputs
(or measured variables) according to the following algebraic
equations:

Pr =
H∑

i=A

Pi,r,


Pi,r = Ni,rRTr

Vvr
, i = A, B, C

Pi,r = γirxirP
sat(Tr)
i , i = D, E, . . . , H

(A.5)

VVr = Vr − VLr, VLr =
H∑

i=D

Ni,r

ρi,r
(A.6)

Ps =
H∑

Pi,s,


Pi,s = Ni,sRTs

Vvs
, i = A, B, C

V

F

P

F

F

V

y

y

x

xi,r =




0, i = A, B, C
Ni,r

H∑
i=D

Ni,r

, i = D, E, . . . , H (A.17)

yi,7 = Pi,r

Pr
, i = A, B, . . . , H (A.18)

xi,10 =




0, i = A, B, C
Ni,s

H∑
i=D

Ni,s

, i = D, E, ..., H (A.19)

yi,5 F5 =




Zi,4F4, i = A, B, C

xi,10F10, i = D, E, F

ϕixi,10F10, i = G, H, (ϕG = 0.07, ϕH = 0.04)
(A.20)

R1 = α1VVr exp

[
44.06− 42600

RTr

]
P1.08

A,r P0.311
C,r P0.874

D,r

(A.21)

R2 = α2VVr exp

[
10.27− 19500

]
P1.15

A,r P0.370
C,r P1.00

E,r

R

T puts,
a eters
a icker
d g 11
p t ones.
T ent
p

T
O

M

)

6)

1
1
1
1
1

i=A Pi,s = γi,sxi10P
sat(Ts)
i , i = D, E, . . . , H

(A.7)

vs = Vs − VLs, VLs =
H∑

i=D

Ni,s

ρi,s
(A.8)

6 = ±β6
2413.7

M6

√
|Pm − Pr| (A.9)

m =
H∑

i=A

Ni,m
RTm

Vm
(A.10)

7 = ±β7
5722.20

M7

√
|Pr − Ps| (A.11)

10 = FP
10 − F∗

10 (A.12)

Lp = NG,p

ρG
+ NH,P

ρH
(A.13)

i,6 = Ni,m
H∑

i=A

Ni,m

, i = A, B, . . . , H (A.14)

i,8 = yi,9 = Pi,s

Ps
, i = A, B, . . . , H (A.15)

i,11 = XGH
Ni,p

NG,p + NH,p
, i = G, H (A.16)
RTr
(A.22)

3 = α3VVr exp

[
59.50− 59500

RTr

]
PA,r(0.77PD,r + PE,r)

(A.23)

he above model consists of 26 internal states, 23 out
nd 26 parameters. There is only 15 independent param
mong the total 26 parameters exist in the model. R
escribed the procedure through which the remainin
arameters can be obtained based on the independen
ables A.1 and A.2show the outputs and the independ
arameters of the above model.

able A.1
utputs of the process model

odel output number Description

1 Reactor pressure (gage)
2 Reactor liquid level
3 Separator pressure (gage
4 Separator liquid level
5 Stripper bottoms level
6 Stripper pressure (gage)
7 Reactor feed flow rate
8 A in reactor feed (stream
9 B in reactor feed
0 C in reactor feed
1 D in reactor feed
2 E in reactor feed
3 F in reactor feed
4 A in purge (stream 9)
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Table A.1 (Continued )

Model output number Description

15 B in purge
16 C in purge
17 D in purge
18 E in purge
19 F in purge
20 G in purge
21 H in purge
22 G in product (stream 11)
23 H in product

Table A.2
Independent parameters of the model adjusted in the EKF

Parameter number Symbol

1 100ZA4

2 100ZB4

3 100α1

4 100α2

5 F∗
10

6 100β7

7 100β6

8 100χGH

9 100γGS

10 100γHS

11 F∗
C

12 F∗
D

13 F∗
E

14 F∗
F

15 100γ r
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